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Abstract

In this article we give a necessary and sufficient condition for a self-normalized weak invariance principle, in the case of a strictly stationary φ-mixing sequence \( \{X_j\}_{j \geq 1} \). This is obtained under the assumptions that the function \( L(x) = EX_1^2 \mathbb{1}_{\{X_1 \leq x\}} \) is slowly varying at \( \infty \) and the mixing coefficients satisfy \( \sum_{n \geq 1} \phi^{1/2}(n) < \infty \).
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1 Introduction

Let \( \{X_j\}_{j \geq 1} \) be a sequence of independent identically distributed random variables. The fact that the average \( \bar{X}_n \) of the first \( n \) observations (or their sum \( S_n = \sum_{j=1}^n X_j \)) has an asymptotic normal distribution lies at the foundation of the statistical inferences on the population mean \( \mu = EX_1 \). If \( \sigma^2 = \text{Var}(X_1) \) is unknown (or is infinite), then a statistician will normally replace it by the sample variance \( U_n^2 = (n-1)^{-1} \sum_{j=1}^n (X_j - \bar{X}_n)^2 \) and use the \( t_{n-1} \)-distribution instead of \( N(0,1) \), provided that the distribution of \( X_1 \) is “approximately” normal. This is justified by the following fact: if the distribution of \( X_1 \) is normal,
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then the $t$-statistic

$$T_n = \frac{\bar{X}_n - \mu}{U_n/\sqrt{n}}$$

has a $t_{n-1}$-distribution.

Suppose for simplicity that $\mu = 0$ and let $V_n^2 = \sum_{j=1}^{n} X_j^2$. By observing that $T_n$ has a simple expression in terms of the self-normalized observations \( \{X_j/V_n\}_{j=1,\ldots,n} \), Giné, Götze and Mason showed in 1997 that $T_n \xrightarrow{d} N(0, 1)$, or equivalently $S_n/V_n \xrightarrow{d} N(0, 1)$, if and only if the following condition holds:

$$(C) \quad L(x) = \mathbb{E}X_1^2 1_{\{|X| \leq x\}} \text{ is slowly varying at } \infty.$$ (see [7]). This proved a long-standing conjecture of [9].

Other fluctuation results for the sequence of self-normalized observations have been proved by various authors: the law of iterated logarithm was obtained in [8], the Berry-Esseen theorem can be found in [1], the large deviation principle was proved in [17] and the functional central limit theorem is due to [12]. A common feature of all these results is that the distributional assumptions under which a self-normalized limit theorem would hold are in general milder than the assumptions of the corresponding classical limit theorem; in particular, most of these results do not require that the variance be finite.

The recent paramount result of [4] showed that under (C), the behavior in probability of the self-normalized process \( \{S_{nt}/V_n\}_{t \in [0,1]} \) coincides with the behavior of a standard Brownian motion $W = \{W(t)\}_{t \in [0,1]}$. More precisely, on an appropriate probability space we have

$$\sup_{t \in [0,1]} \left| \frac{S_{nt}}{V_n} - \frac{W(nt)}{\sqrt{n}} \right| = o_P(1).$$ (1)

To prove the analogue of (1) in the sense of almost sure convergence is an open problem. In fact, the following weaker version of it remains a conjecture, posed by Shao in 1998 (see [18]):

$$\sup_{t \in [0,1]} \left| \frac{S_{nt}}{V_n} - \frac{W(nt)}{\sqrt{n}} \right| = o((\log \log n)^{1/2}) \quad \text{a.s.}$$

In the present paper we will prove that an analog to the weak invariance principle (1) holds for a strictly stationary $\phi$-mixing sequence of random variables. This will be done under the assumptions that (C) holds and the mixing coefficients satisfy the condition \( \sum_{n \geq 1} \phi^{1/2}(n) < \infty \).

As far as we know, this is one of the first results in the area of self-normalized limit theorems for mixing sequences without any moment assumptions. We note in passing that self-normalized limit theorems for martingale difference sequences with finite variance are well-known (see e.g. [5]).
We should point out that in the case of a $\phi$-mixing sequence, one cannot obtain exactly (1), even if the variance is finite. To see this assume that $\{X_j\}_{j \geq 1}$ is a strictly stationary $\phi$-mixing sequence such that $EX_1 = 0$, $EX_1^2 = \sigma^2 < \infty$ and $\sum_{j \geq 2} |EX_1X_j| < \infty$. Then it is known that $S_n/(\sigma_0 \sqrt{n}) \xrightarrow{d} N(0, 1)$, where $\sigma_0^2 = \sigma^2 + 2 \sum_{j \geq 2} EX_1X_j$ (see e.g. Theorem 18.5.2, [6]). On the other hand, it is not difficult to see that under the hypothesis of Theorem A, we then obtain

$$\sum_{j \geq 2} |EX_1X_j| < \infty.$$  

Among these, the following plays the role of the "central limit theorem":

$$\lim_{n \to \infty} \frac{1}{\sqrt{n}} \sum_{j=1}^{n} X_j \xrightarrow{d} N(0, 1).$$  

There is an immense amount of literature dedicated to limit theorems for mixing sequences with finite variance; see [10] for an excellent review on this subject. However, very few results are available in the case of infinite variance. Among these, the following plays the role of the "central limit theorem":

**Theorem A.** (Theorem 1, [3]) Let $\{X_j\}_{j \geq 1}$ be a strictly stationary sequence of nondegenerate random variables such that $EX_1 = 0$ and (C) holds. Let $S_n = \sum_{j=1}^{n} X_j$. If $\rho(1) < 1$ and

$$\sum_{n \geq 1} \rho(2^n) < \infty$$

then $S_n/\hat{A}_n \xrightarrow{d} N(0, 1)$, where $\hat{A}_n^2 = \text{Var}(\sum_{j=1}^{n} X_j 1_{|X_j| \leq \eta_n})$ and $\{\eta_n\}_{n \geq 1}$ is a nondecreasing sequence of positive numbers satisfying $\eta_n^2 \sim nL(\eta_n)$.

Note that the “functional” version of the previous theorem has been obtained in [15]. It is not difficult to see that under the hypothesis of Theorem A, we have $\hat{B}_n^2 := \sum_{j=1}^{n} \text{Var}(X_j 1_{|X_j| \leq \eta_n}) \sim \eta_n^2$. On the other hand,

$$C\eta_n^2 \leq \hat{A}_n^2 \leq C\eta_n^2$$

2 The main result

We begin to introduce the notation that will be used throughout this paper. A sequence $\{X_j\}_{j \geq 1}$ of random variables is called $\phi$-mixing if $\phi(n) \to 0$ and $\rho$-mixing if $\rho(n) \to 0$, where

$$\phi(n) := \sup_{k \geq 1} \phi(M^1_k, M^\infty_{k+n}), \quad \rho(n) := \sup_{k \geq 1} \rho(M^1_k, M^\infty_{k+n})$$

$$\phi(M^1_k, M^\infty_{k+n}) := \sup\{|P(B|A) - P(B)|; A \in M^1_k, B \in M^\infty_{k+n}\}$$

$$\rho(M^1_k, M^\infty_{k+n}) := \sup\{|\text{cor}(U, V)|; U \in L^2(M^1_k), V \in L^2(M^\infty_{k+n})\}$$

and $M^b_k$ denotes the $\sigma$-field generated by $X_a, X_{a+1}, \ldots, X_b$. It is known that $\rho(n) \leq 2\phi^{1/2}(n)$; hence a $\phi$-mixing sequence is $\rho$-mixing.

There is an immense amount of literature dedicated to limit theorems for mixing sequences with finite variance; see [10] for an excellent review on this subject. However, very few results are available in the case of infinite variance. Among these, the following plays the role of the “central limit theorem”:

**Theorem A.** (Theorem 1, [3]) Let $\{X_j\}_{j \geq 1}$ be a strictly stationary sequence of nondegenerate random variables such that $EX_1 = 0$ and (C) holds. Let $S_n = \sum_{j=1}^{n} X_j$. If $\rho(1) < 1$ and

$$\sum_{n \geq 1} \rho(2^n) < \infty$$

then $S_n/\hat{A}_n \xrightarrow{d} N(0, 1)$, where $\hat{A}_n^2 = \text{Var}(\sum_{j=1}^{n} X_j 1_{|X_j| \leq \eta_n})$ and $\{\eta_n\}_{n \geq 1}$ is a nondecreasing sequence of positive numbers satisfying $\eta_n^2 \sim nL(\eta_n)$.

Note that the “functional” version of the previous theorem has been obtained in [15]. It is not difficult to see that under the hypothesis of Theorem A, we have $\hat{B}_n^2 := \sum_{j=1}^{n} \text{Var}(X_j 1_{|X_j| \leq \eta_n}) \sim \eta_n^2$. On the other hand,

$$C\eta_n^2 \leq \hat{A}_n^2 \leq C\eta_n^2$$  

(3)
(see (3.13) of [3]). However, it is not clear whether \( \lim_{n \to \infty} \hat{A}_n^2 / \hat{B}_n^2 \) exists and is finite. Since one can easily prove that \( V_n^2 / \hat{B}_n^2 \overset{P}{\to} 1 \) (our Proposition 3.4), from Theorem A one immediately obtains the following result:

**Theorem B.** Let \( \{X_j\}_{j \geq 1} \) be a strictly stationary sequence of nondegenerate random variables such that \( EX_1 = 0 \) and (C) holds. Suppose that \( \rho(1) < 1 \) and (2) is satisfied. Let \( S_n = \sum_{j=1}^{\infty} X_j \) and \( V_n^2 = \sum_{j=1}^{\infty} X_j^2 \). Then

\[
\frac{S_n}{\beta V_n} \overset{d}{\to} N(0, 1) \quad \text{if and only if} \quad \hat{A}_n^2 \sim \beta^2 \hat{B}_n^2.
\]

**Remark:** It is possible to prove that if

\[
\lim_{n \to \infty} \frac{1}{L(\eta_n)} \sum_{j=2}^{n} \text{Cov}(X_1 1_{\{|X_1| \leq \eta_n\}}, X_j 1_{\{|X_j| \leq \eta_n\}}) = \alpha > -1/2
\]

then \( \hat{A}_n^2 \sim \beta^2 \hat{B}_n^2 \) with \( \beta^2 = 1 + 2\alpha \). Note that a similar condition was used in [13] to obtain the central limit theorem for \( \phi \)-mixing sequences without any moment assumptions.

In the present paper, we consider only \( \phi \)-mixing sequences which satisfy

\[
\sum_{n \geq 1} \phi^{1/2}(n) < \infty.
\]

Moreover, it turns out that for our purposes it is better to use the truncation technique of [4], which differs slightly from that of [3], [15]. More precisely, we let

\[
A_n^2 = \text{Var}(\sum_{j=1}^{n} X_j 1_{\{|X_j| \leq \eta_j\}}), \quad B_n^2 = \sum_{j=1}^{n} \text{Var}(X_j 1_{\{|X_j| \leq \eta_j\}})
\]

where \( \eta_0^2 \sim nL(\eta_n) \) and \( \eta_0 \leq \eta_{n+1} \). We are now ready to state our main result.

**Theorem 2.1** Let \( \{X_j\}_{j \geq 1} \) be a strictly stationary sequence of nondegenerate random variables such that \( EX_1 = 0 \) and (C) holds. Suppose that \( \phi(1) < 1 \) and (4) is satisfied. Let \( S_n = \sum_{j=1}^{\infty} X_j \) and \( V_n^2 = \sum_{j=1}^{\infty} X_j^2 \).

The following statements are equivalent:

(a) \( A_n^2 \sim \beta B_n^2 \).

(b) \( S_n / \beta V_n \overset{d}{\to} N(0, 1) \).

(c) \( S_{[nt]} / \beta V_n \overset{d}{\to} W(t) \) in \( D[0, 1] \) endowed with the sup-norm metric.

(d) Without changing its distribution, we can redefine the sequence \( \{X_j\}_{j \geq 1} \) on a larger probability space together with a standard Brownian motion \( W = \{W(t)\}_{t \geq 0} \) such that for some suitable constants \( s_k^2 \) we have

\[
\sup \left| \frac{S_{[nt]}}{\beta V_n} - \frac{W(s_{[nt]})}{s_n} \right| = o_P(1).
\]
The statement (d) \( \Rightarrow \) (c) is straightforward; for the sake of completeness we include its proof in Appendix A. Also, it is clear that (c) \( \Rightarrow \) (b).

To see that (b) \( \Rightarrow \) (a), we first prove that \( A_n^2 \sim A_n^2 \) (see Appendix B). Using Theorem A, it follows that \( S_n/A_n \overset{d}{\to} N(0,1) \); this combined with the fact that \( V_n/B_n \overset{p}{\to} 1 \) (our Proposition 3.4) imply that

\[
\frac{S_n}{(A_n/B_n)V_n} \overset{d}{\to} N(0,1). \tag{5}
\]

From (5) and (b) we conclude that (a) holds.

The remaining part of this article is devoted to the proof of (a) \( \Rightarrow \) (d). For this we let \( \hat{X}_j = X_j 1_{\{|X_j| \leq \eta_j\}} \) and \( \hat{S}_n = \sum_{j=1}^{n} \hat{X}_j \).

The argument is based on the idea of replacing the original sequence \( \{X_j\}_{j\geq 1} \), approximating the random variable \( V_n^2 \) by \( B_n^2 \), establishing the weak invariance principle for the sequence \( \{\hat{X}_j/B_n\}_{j=1,...,n} \) and then proving that \( \beta B_n \sim s_n \). Indeed, we have the following decomposition:

\[
\max_{k \leq n} \left| \frac{S_k}{\beta V_n} - \frac{W(s_k^2)}{s_n} \right| \leq \max_{k \leq n} \left| \frac{S_k}{\beta V_n} - \frac{\hat{S}_k - E\hat{S}_k}{\beta V_n} \right| + \max_{k \leq n} \left| \frac{\hat{S}_k - E\hat{S}_k}{\beta V_n} - \frac{\hat{S}_k - E\hat{S}_k}{\beta B_n} \right| + \max_{k \leq n} \left| \frac{\hat{S}_k - E\hat{S}_k}{\beta B_n} - \frac{W(s_k^2)}{\beta B_n} \right| + \max_{k \leq n} \left| \frac{W(s_k^2)}{\beta B_n} - \frac{W(s_k^2)}{s_n} \right| := J_1(n) + J_2(n) + J_3(n) + J_4(n).
\]

In the next sections we treat separately each of the four terms.

3 The first two terms

Let \( \bar{X}_j = X_j 1_{\{|X_j| > \eta_j\}} \) and note that \( E\bar{X}_j = -E\hat{X}_j \). We begin with some auxiliary lemmas.

**Lemma 3.1 (Lemma 1, [4])** Let \( X \) be a random variable with \( EX = 0 \) and \( L(x) = EX^2 1_{\{|X| \leq x\}} \). The following statements are equivalent:

(a) \( L(x) \) is a slowly varying function at \( \infty \);
(b) \( x^2 P(|X| > x) = o(L(x)) \);
(c) \( xE|X| 1_{\{|X| > x\}} = o(L(x)) \);
(d) \( E|X|^\alpha 1_{\{|X| \leq x\}} = o(x^{\alpha-2}L(x)) \) for \( \alpha > 2 \).

**Lemma 3.2** If (C) holds, then \( \sum_{j=1}^{n} E|\bar{X}_j| = o(\eta_n) \).

**Proof:** We write

\[
\sum_{j=1}^{n} E|\bar{X}_j| = nE|X_1| 1_{\{|X_1| > \eta_n\}} + \sum_{j=1}^{n} E|X_1| 1_{\{\eta_n < |X_j| \leq \eta_n\}}
\]
and we note that \( nE[X_11_{\{|X_1|>\eta_n\}}] \leq Cn^2L^{-1}(\eta_n)E[X_11_{\{|X_1|>\eta_n\}}] = o(\eta_n) \), using Lemma 3.1.(c) and \( \sum_{j=1}^n E[X_11_{\{|\eta_j|<|X_1|\leq \eta_n\}}] = o(\eta_n) \), using (20) of [4].

\( \square \)

**Lemma 3.3** If (C) holds, then \( B_n^2 \sim \eta_n^2 \).

**Proof:** We write

\[
B_n^2 = \sum_{j=1}^n (E\bar{X}_j^2 - (E\bar{X}_j)^2) = \sum_{j=1}^n L(\eta_j) - \sum_{j=1}^n (E\bar{X}_j)^2.
\]

We have \( \sum_{j=1}^n L(\eta_j) \sim nL(\eta_n) \) using (9) of [4], and \( \sum_{j=1}^n (E\bar{X}_j)^2 \leq (\sum_{j=1}^n E\bar{X}_j)^2 = o(\eta_n^2) \) by Lemma 3.2. \( \square \)

**Proposition 3.4** If (C) and (2) hold, then

\[
\frac{V_n^2}{B_n^2} \overset{p} \to 1.
\]

**Proof:** Note that

\[
\frac{V_n^2}{B_n^2} - 1 = \frac{1}{B_n^2} \sum_{j=1}^n (\bar{X}_j^2 - E\bar{X}_j^2) + \frac{1}{B_n^2} \sum_{j=1}^n \bar{X}_j^2 + \frac{1}{B_n^2} \sum_{j=1}^n (E\bar{X}_j)^2.
\]

By Lemmas 3.2 and 3.3 we have \( B_n^{-2} \sum_{j=1}^n \bar{X}_j^2 \leq (B_n^{-1} \sum_{i=1}^n |\bar{X}_i|)^2 = o_P(1) \). It suffices to prove that

\[
\frac{1}{B_n^2} \sum_{j=1}^n (\bar{X}_j^2 - E\bar{X}_j^2) \overset{L^2} \to 0.
\]

For this, we note that \( \{\bar{X}_j^2 - E\bar{X}_j^2\}_{j \geq 1} \) is a \( \phi' \) mixing sequence with coefficient \( \phi'(n) \leq \phi(n) \). Using Lemma 2.3, [14], Lemma 3.3 and Lemma 3.1.(d), we get

\[
\frac{1}{B_n^4} E \left( \sum_{j=1}^n (\bar{X}_j^2 - E\bar{X}_j^2) \right)^2 \leq C \frac{n}{\eta_n} \max_{j \leq n} E(\bar{X}_j^2 - E\bar{X}_j^2)^2 \leq C \frac{n}{\eta_n} E\bar{X}_n^4 = o(1)
\]

\( \square \)

By Lemma 3.2, Lemma 3.3 and Proposition 3.4 we get

\[
J_1(n) = \frac{1}{\beta V_n} \max_{k \leq n} |\bar{S}_k - E\bar{S}_k| \leq \frac{B_n}{V_n} \cdot \frac{1}{\beta B_n} \sum_{j=1}^n (|\bar{X}_j| - E|\bar{X}_j|) = o_P(1).
\]

We have

\[
J_2(n) = \left| \frac{B_n}{V_n} - 1 \right| \max_{k \leq n} \frac{|\bar{S}_k - E\bar{S}_k|}{\beta B_n} \leq \left| \frac{B_n}{V_n} - 1 \right| \left( J_3(n) + J_4(n) + \max_{k \leq n} \frac{W(s_k^2)}{s_n^2} \right)
\]

and hence \( J_2(n) = o_P(1) \), provided that \( J_3(n) = o_P(1) \) and \( J_4(n) = o_P(1) \). This will be proved in Section 4, respectively Section 5.
4 The third term

For the third term $J_3(n)$, let $H_i, I_i$ be the long, respectively short blocks with

$$|H_i| = [ai^n - 1 \exp(i^n)], \quad |I_i| = [ai^n - 1 \exp(i^n/2)]$$

for some $a \in (0, 1)$. Let $N_m = \sum_{i=1}^m \text{card}(H_i \cup I_i) \sim \exp(m^a)$. Clearly, for each $n$ there exists a unique $m_n$ such that $N_{m_n} \leq n < N_{m_n+1}$; we have $m_n \sim (\log n)^a$. Let

$$N_m = \sum_{i=1}^m \text{card}(H_i \cup I_i) \sim \exp(m^a).$$

Clearly, for each $n$ there exists a unique $m_n$ such that $N_{m_n} \leq n < N_{m_n+1}$; we have $m_n \sim (\log n)^a$. Let

$$u_i = \sum_{j \in H_i} (\hat{X}_j - E\hat{X}_j), \quad v_i = \sum_{j \in I_i} (\hat{X}_j - E\hat{X}_j).$$

$$\sigma^2_i = E u_i^2, \quad s^2_m = \sum_{i=1}^m \sigma^2_i, \quad s^2_n = s^2_m.$$ 

Proposition 4.1 If

$$\sum_{k \geq 1} \phi^{1/2}(e^{k^a/2}) < \infty$$

then without changing its distribution, we can redefine the sequence $\{u_i\}_{i \geq 1}$ on a larger probability space together with a sequence $\{Y_i\}_{i \geq 1}$ of independent random variables such that $Y_i$ has the same distribution as $u_i$ and for all $m \geq 1$

$$|\sum_{i=1}^m u_i - \sum_{i=1}^m Y_i| \leq C \quad \text{a.s.} \quad (6)$$

Proof: We apply Theorem 2, [2] with $X_k = u_k, L_k = \sigma(u_k)$ and

$$\phi_k := \sup_{A \in \sigma(u_1, \ldots, u_{k-1}), B \in \sigma(u_k)} |P(B|A) - P(B)| \leq \phi(|I_k|) \leq \phi(e^{k^a/2}).$$

We conclude that without changing its distribution, we can redefine the sequence $\{u_k\}_{k \geq 1}$ with a sequence $\{Y_k\}_{k \geq 1}$ of independent random variables such that $Y_k$ has the same distribution as $u_k$ and for all $k \geq 1$

$$P(|u_k - Y_k| \geq 6\phi_k) \leq 6\phi_k.$$ 

Since $\sum_{k \geq 1} \phi_k \leq \sum_{k \geq 1} \phi(e^{k^a/2}) < \infty$, by the Borel-Cantelli lemma we have

$$|u_k - Y_k| \leq C\phi_k \quad \text{a.s.}$$

Hence $|\sum_{i=1}^m u_i - \sum_{i=1}^m Y_i| \leq \sum_{i=1}^m |u_i - Y_i| \leq C \sum_{i=1}^m \phi_i \leq C$ for all $m \geq 1$. \hfill \Box

Using Sakhanenko’s theorem (see Theorem B, [16]), without changing its distribution we can redefine the sequence $\{Y_i\}_{i \geq 1}$ together with a sequence $\{Y^*_i\}_{i \geq 1}$
of independent normal random variables with \( EY_i^* = 0, EY_i^{*2} = \sigma_i^2 \) such that for every \( M \) and for every \( x > 0, \delta > 0 \)
\[
P \left( \max_{m \leq M} \left| \sum_{i=1}^{m} Y_i - \sum_{i=1}^{m} Y_i^* \right| > x \right) \leq C \frac{1}{x^{2+\delta}} \sum_{i=1}^{m} E|Y_i|^{2+\delta}. \tag{7}
\]

Clearly, without changing its distribution we can redefine the sequence \( \{Y_i^*\}_{i \geq 1} \) together with a standard Brownian motion \( W = \{W(t)\}_{t \geq 0} \) such that \( W(s_{m_k}^2) = \sum_{i=1}^{m_k} Y_i^* \) for every \( m \). In particular \( W(s_k^2) = W(s_{m_k}^2) = \sum_{i=1}^{m_k} Y_i^* \). Note that
\[
\hat{S}_k - E\hat{S}_k = \sum_{i=1}^{m_k} u_i + \sum_{i=1}^{m_k} v_i + \sum_{j=N_{m_k}+1}^{k} (\hat{X}_j - E\hat{X}_j).
\]

We are now ready to treat the third term. For any \( \varepsilon > 0 \) we have
\[
P(J_3(n) > \varepsilon/\beta) = P \left( \max_{k \leq n} |\hat{S}_k - E\hat{S}_k - W(s_k^2)| > \varepsilon B_n \right)
\]
\[
\leq P \left( \max_{m \leq m_n N_m \leq k < N_{m+1}+1} \sum_{i=1}^{m} u_i + \sum_{i=1}^{m} v_i + \sum_{j=N_{m+1}}^{k} (\hat{X}_j - E\hat{X}_j) - \sum_{i=1}^{m} Y_i^* | > \varepsilon B_n \right)
\]
\[
\leq P \left( \max_{m \leq m_n N_m \leq k < N_{m+1}+1} \sum_{i=1}^{m} |u_i - \sum_{i=1}^{m} Y_i| > \frac{\varepsilon B_n}{4} \right)
+ P \left( \max_{m \leq m_n} \sum_{i=1}^{m} v_i | > \frac{\varepsilon B_n}{4} \right)
+ P \left( \max_{m \leq m_n N_m \leq k < N_{m+1}+1} \sum_{j=N_{m+1}}^{k} (\hat{X}_j - E\hat{X}_j) | > \frac{\varepsilon B_n}{4} \right)
\]
\[
P \left( \max_{m \leq m_n} \sum_{i=1}^{m} |Y_i - \sum_{i=1}^{m} Y_i^*| > \frac{\varepsilon B_n}{4} \right).
\]

Using (6), we have \( P_1(n) = 0 \) for \( n \) large. The following results will show that \( \lim_{n \to \infty} P_i(n) = 0 \) for \( i = 2, 3, 4 \). This will conclude the proof of \( J_3(n) = o_P(1) \).

**Lemma 4.2** Suppose that (C) holds. If \( \phi(1) < 1 \) and (2) is satisfied, then
\[
P_2(n) := P \left( \max_{m \leq m_n} \sum_{i=1}^{m} v_i | > \frac{\varepsilon B_n}{4} \right) \to 0 \quad \text{as} \quad n \to \infty.
\]

**Proof:** Note that \( \sum_{i=1}^{m_n} |I_i| \leq C n^{1/2} \). Using Lemma 2.3, [14] for every \( m \leq m_n \)
\[
\sum_{i=1}^{m} E\hat{X}_j^2 \leq C \sum_{i=1}^{m} |I_i| \max_{j \in I_i} E\hat{X}_j^2 \leq CL(\eta_m) \sum_{i=1}^{m} |I_i| \leq CL(\eta_m) n^{1/2} \tag{8}
\]
and \( E(\sum_{i=1}^{m} v_i)^2 \leq m \sum_{i=1}^{m} E v_i^2 \leq C m_n L(\eta_n) n^{1/2}. \)

Note that the sequence \{\( v_i \)\}_{i \geq 1} is \( \phi \)-mixing with coefficient \( \phi^{(1)}(n) \leq \phi(n^a). \)

Using Proposition 3.2, [11], Lemma 2.3, [14] and Lemma 3.1.(d) we have:

\[
E \max_{m \leq m_n} \left( \sum_{i=1}^{m} v_i \right)^2 \leq C \max_{m \leq m_n} E(\sum_{i=1}^{m} v_i)^2 \leq C m_n L(\eta_n) n^{1/2} = o(\eta_n^2)
\]

The result follows by Chebyshev’s inequality. \( \square \)

**Lemma 4.3** Suppose that (C) holds. If \( \phi(1) < 1 \) and (2) is satisfied, then

\[
P_3(n) := P\left( \max_{m \leq m_n} \max_{N_m < k \leq N_{m+1}} \left| \sum_{j=N_{m+1}}^{k} (\hat{X}_j - E\hat{X}_j) \right| > \frac{\varepsilon B_n}{4} \right) \rightarrow 0 \text{ as } n \to \infty.
\]

**Proof:** By Markov’s inequality we get

\[
P_3(n) \leq \sum_{m=1}^{m_n} P\left( \max_{N_m < k \leq N_{m+1}} \left| \sum_{j=N_{m+1}}^{k} (\hat{X}_j - E\hat{X}_j) \right| > \frac{\varepsilon B_n}{4} \right)
\]

\[
\leq \frac{C}{\eta_n^{2+\delta}} \sum_{m=1}^{m_n} E\left( \max_{N_m < k \leq N_{m+1}} \left| \sum_{j=N_{m+1}}^{k} (\hat{X}_j - E\hat{X}_j) \right| \right)^{2+\delta}.
\]

Using Proposition 3.2, [11], Lemma 2.3, [14] and Lemma 3.1.(d) we have: for every \( m \leq m_n \)

\[
E\left( \max_{N_m < k \leq N_{m+1}} \left| \sum_{j=N_{m+1}}^{k} (\hat{X}_j - E\hat{X}_j) \right| \right)^{2+\delta} \leq C \max_{N_m < k \leq N_{m+1}} E\left( \sum_{j=N_{m+1}}^{k} (\hat{X}_j - E\hat{X}_j) \right)^{2+\delta}
\]

\[
\leq C \{(N_{m+1} - N_m)^{1+\delta/2} L(\eta_{N_m})^{1+\delta/2} + (N_{m+1} - N_m) o(\eta_{N_m}^\delta L(\eta_{N_m})))\}
\]

\[
\leq C\{2|H_m|^{1+\delta/2} L(\eta_{N_m})^{1+\delta/2} + 2|H_m| o(\eta_{N_m}^\delta L(\eta_{N_m}))\}.
\]

Hence

\[
P_3(n) \leq \frac{C L(\eta_n)^{1+\delta/2}}{\eta_n^{2+\delta}} \sum_{m=1}^{m_n} |H_m|^{1+\delta/2} + \frac{C}{\eta_n^{2+\delta}} \sum_{m=1}^{m_n} |H_m| o(\eta_{N_m}^\delta L(\eta_{N_m})) := P_3'(n) + P_3''(n).
\]

Note that

\[
\sum_{m=1}^{m_n} |H_m|^{1+\delta/2} \leq C \sum_{m=1}^{m_n} m^{(a-1)(2+\delta)/2} e^{(2+\delta)m_n^{a/2}} = \sum_{m=1}^{m_n} o(m^{a-1} e^{(2+\delta)m_n^{a/2}})
\]

\[
= o(e^{(2+\delta)m_n^{a/2}}) = o(n^{1+\delta/2}) \quad (9)
\]
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and hence \( P'_3(n) = o(1) \). For the second part we use \( \sum_{i=1}^n |H_i| \leq Cn \). Hence
\[
P''_3(n) \leq \frac{C}{\eta_n^{2+\delta}} o(\eta_n^{2+\delta}) \sum_{m=1}^{m_n} |H_m| = o(\eta_n^{-2}L(\eta_n)) n = o(1).
\]

This concludes the proof of the lemma. \( \square \)

**Lemma 4.4** Suppose that (C) holds. If (2) is satisfied, then \( \sum_{i=1}^n E|u_i|^{2+\delta} = o(\eta_n^{2+\delta}) \) and hence
\[
P_4(n) := P\left( \max_{m \leq m_n} \left| \sum_{i=1}^m Y_i - \sum_{i=1}^m Y_i^* \right| > \frac{\varepsilon B_n}{4} \right) \rightarrow 0 \text{ as } n \rightarrow \infty.
\]

**Proof:** Using Lemma 2.3, [14] we obtain that
\[
\sum_{i=1}^{m_n} E|u_i|^{2+\delta} \leq C \sum_{i=1}^{m_n} |H_i|^{1+\delta/2} \max_{j \in H_i} (E\hat{X}_j^2)^{1+\delta/2} + C \sum_{i=1}^{m_n} |H_i| \max_{j \in H_i} E|\hat{X}_j|^{2+\delta}
\]
\[
:= T_1(n) + T_2(n).
\]

We treat separately the two terms. Note that for every \( i \leq m_n \), we have \( \max_{j \in H_i} (E\hat{X}_j^2)^{1+\delta/2} \leq L(\eta_n)^{1+\delta/2} \). Using (9) we get
\[
T_1(n) \leq CL(\eta_n)^{1+\delta/2} \sum_{i=1}^{m_n} |H_i|^{1+\delta/2} \leq CL(\eta_n)^{1+\delta/2} o(n^{1+\delta/2}) = o(\eta_n^{2+\delta}).
\]

For the second term, note that by Lemma 3.1.(d) we have for every \( i \leq m_n \)
\[
\max_{j \in H_i} E|\hat{X}_j|^{2+\delta} \leq E|\hat{X}_{N_{m_n}}|^{2+\delta} = o(\eta_n^{\delta}L(\eta_n)) = o(\eta_n^{2+\delta}).
\]

We conclude that
\[
T_2(n) \leq o(\eta_n^{\delta}L(\eta_n)) \sum_{i=1}^{m_n} |H_i| = o(\eta_n^{\delta}L(\eta_n))n = o(\eta_n^{2+\delta}).
\]

The final statement of the lemma follows by (7). \( \square \)

## 5 The fourth term

We have
\[
J_4(n) = \left| \frac{s_n}{\beta B_n} - 1 \right| \max_{k \leq n} \left| \frac{W(s_k^2)}{s_n} \right|.
\]

Since \( \max_{k \leq n} |W(s_k^2)|/s_n = O_P(1) \), the fact that \( J_4(n) = o_P(1) \) will follow from (a) and the following lemma.
Lemma 5.1 If (4) holds, then \( s_n^2 \sim A_n^2 \).

Proof: By Lemma B.1 (Appendix B) and (3), it suffices to prove that \( A_n^2 - s_n^2 = o(\eta_n^2) \). This will follow from

\[
A_{N,m}^2 - s_n^2 = o(\eta_n^2)
\]

(10)

To prove (10), we note that

\[
A_{N,m}^2 = E(\hat{S}_{N,m} - E\hat{S}_{N,m})^2 = E(\sum_{i=1}^{m_n}(u_i + v_i))^2
\]

and hence

\[
A_{N,m}^2 - s_n^2 = \sum_{i=1}^{m_n} E\hat{v}_i^2 + 2 \sum_{i=1}^{m_n} E\hat{u}_i \hat{v}_i + 2 \sum_{i=1}^{m_n} \sum_{j=i+1}^{m_n} E(u_i + v_i)(u_j + v_j)
\]

By (8), we have \( \sum_{i=1}^{m_n} E\hat{v}_i^2 = o(\eta_n^2) \). Using Theorem 17.2.3, [6] and (4)

\[
|E\hat{u}_i \hat{v}_i| \leq \sum_{k \in H_i \cap I_i} |E\hat{X}_k \hat{X}_i - (E\hat{X}_k)(E\hat{X}_i)| \leq 2 \sum_{k \in H_i \cap I_i} \sum_{l \in H_i \cap I_i} \phi^{1/2}(l-k)(E\hat{X}_k^{1/2}(E\hat{X}_i)^{1/2}
\]

\[
\leq 2L(\eta_n) \sum_{k \in H_i} |I_i| \phi(N_i + |H_i| - k) \leq CL(\eta_n)|I_i|
\]

and \( \sum_{i=1}^{m_n} E\hat{u}_i \hat{v}_i \leq CL(\eta_n) \sum_{i=1}^{m_n} |I_i| \leq CL(\eta_n)n^{1/2} = o(\eta_n^2) \). It remains to prove that

\[
\sum_{i=1}^{m_n} \sum_{j=i+1}^{m_n} E(u_i + v_i)(u_j + v_j) = o(\eta_n^2).
\]

(12)

For this we treat separately the four terms. Note that \( E\hat{u}_i^2 \leq C|H_i| \max_{j \in H_i} E\hat{X}_j^2 \leq CL(\eta_n)|H_i| \) for every \( i \leq m_n \). Using Theorem 17.2.3, [6]

\[
|E\hat{u}_i \hat{u}_j| \leq 2\phi^{1/2}(|I_i|)|E\hat{u}_i^{1/2}E\hat{u}_j^{1/2}| \leq CL(\eta_n)\phi^{1/2}(|I_i|)|H_i|^{1/2}|H_j|^{1/2}.
\]

By Kronecker’s lemma, under (4) we have \( \sum_{i=1}^{j-1} \phi^{1/2}(|I_i|)|H_i|^{1/2} = o(|H_j|^{1/2}). \) Hence

\[
\left| \sum_{i=1}^{m_n} \sum_{j=i+1}^{m_n} E\hat{u}_i \hat{u}_j \right| \leq CL(\eta_n) \sum_{j=1}^{m_n} |H_j|^{1/2} \sum_{i=1}^{j-1} \phi^{1/2}(|I_i|)|H_i|^{1/2} = L(\eta_n)O(\sum_{j=1}^{m_n} |H_j|)
\]

\[
= L(\eta_n)o(n) = o(\eta_n^2).
\]

For any \( i, j = 1, \ldots, m_n \) with \( i < j \) we have

\[
|E\hat{v}_i \hat{v}_j| \leq \sum_{k \in I_i \cap H_i} \sum_{l \in H_j \cap I_i} |E\hat{X}_k \hat{X}_i - (E\hat{X}_k)(E\hat{X}_i)| \leq 2 \sum_{l \in H_j \cap I_i} \sum_{k \in I_i} \phi^{1/2}(l-k)(E\hat{X}_k^{1/2}(E\hat{X}_i)^{1/2}
\]

\[
= L(\eta_n)\phi^{1/2}(|I_i|) = o(\eta_n^2).
\]

(11)
\[ \leq CL(\eta_n) \sum_{i \in H_i} |I_i| \phi^{1/2}(l - N_i) \leq CL(\eta_n)|I_i|. \]

From here we get immediately \[ |\sum_{i=1}^{m_n} \sum_{j=i+1}^{m_n} E_v u_j| = o(\eta_n^2). \] The other two terms in (12) are similar.

To prove (11), note that

\[ A_n^2 = A_{N_{m_n}}^2 + E \left( \sum_{j=N_{m_n}+1}^{n} (\hat{X}_j - E\hat{X}_j)^2 \right) + 2 \sum_{j=N_{m_n}+1}^{n} E(\hat{X}_j - E\hat{X}_j)(\hat{S}_{N_{m_n}} - E\hat{S}_{N_{m_n}}). \]

By Lemma 2.3, [14], \[ E \left( \sum_{j=N_{m_n}+1}^{n} (\hat{X}_j - E\hat{X}_j)^2 \right) \leq C(n - N_{m_n})L(\eta_n) = o(n)L(\eta_n) = o(\eta_n^2). \] Using Theorem 17.2.3, [6] and (4)

\[ \left| \sum_{j=N_{m_n}+1}^{n} E(\hat{X}_j - E\hat{X}_j)(\hat{S}_{N_{m_n}} - E\hat{S}_{N_{m_n}}) \right| \leq \sum_{i=1}^{N_{m_n}} \sum_{j=N_{m_n}+1}^{n} |E\hat{X}_i\hat{X}_j - (E\hat{X}_i)(E\hat{X}_j)| \leq \]

\[ 2 \sum_{i=1}^{N_{m_n}} \sum_{j=N_{m_n}+1}^{n} \phi^{1/2}(j - i)(E\hat{X}_i^2)^{1/2}(E\hat{X}_j^2)^{1/2} \leq CL(\eta_n)(n - N_{m_n}) = o(\eta_n^2). \]

The proof of the lemma is complete. \( \square \)

**A  The proof of (d) \( \Rightarrow \) (c)**

Since \( \{W(s_{[nt]}^2)/s_n; t \in [0,1]\} \overset{d}{=} \{W(s_{[nt]}^2)/s_n^2; t \in [0,1]\} \), it suffices to show that

\[ \sup_{t \in [0,1]} \left| W(s_{[nt]}^2)/s_n^2 - W(t) \right| = o_P(1) \]

which in turn will follow from

\[ \max_{k \leq n} \left| s_k^2/s_n^2 - k/n \right| = o(1). \]

Clearly (d) \( \Rightarrow \) (b) \( \Rightarrow \) (a). Since \( s_n^2 \sim A_n^2 \sim \beta^2 B_n^2 \), it is enough to show that

\[ \max_{k \leq n} \left| B_k^2/B_n^2 - k/n \right| = o(1) \]

To prove this, note that

\[ \frac{B_n^2}{nL(\eta_n)} = \frac{k}{n} - \frac{1}{nL(\eta_n)} \sum_{j=1}^{k} (L(\eta_n) - L(\eta_j)) - \frac{1}{nL(\eta_n)} \sum_{j=1}^{k} (E\hat{X}_j)^2. \]
Hence, using (19) of [4], Lemma 3.2 and Lemma 3.3 we get

$$\max_{k \leq n} \left| \frac{B_k^2}{B_n^2} - \frac{k}{n} \right| \leq \left| \frac{B_n^2}{nL(\eta_n)} - 1 \right| + \max_{k \leq n} \left| \frac{B_k^2}{nL(\eta_n)} - \frac{k}{n} \right| = o(1).$$

This concludes the proof of (d) \(\Rightarrow\) (c).

### B Equivalence of the two variances

**Lemma B.1** If (4) holds, then \(A_n^2 \sim A_n^2\).

**Proof:** By (3), it is enough to show that \(A_n^2 - A_n^2 = o(\eta_n^2)\). For each \(j = 1, \ldots, n\) let \(\hat{X}_{j,n} = X_j1_{\{X_j \leq \eta_n\}}\) and \(\bar{X}_{j,n} = X_j1_{\{X_j > \eta_n\}}\). Similarly to Lemma 3.2, one can show that \(\sum_{j=1}^n E|\hat{X}_{j,n}| = o(\eta_n)\). Note that

$$\hat{A}_n^2 - A_n^2 = \sum_{j=1}^n (L(\eta_n) - L(\eta_j)) - \sum_{j=1}^n (E \hat{X}_{j,n})^2 + \sum_{j=1}^n (E \bar{X}_j)^2 + 2 \sum_{i=1}^n \sum_{j=i+1}^n \text{Cov}(\hat{X}_{i,n}, \hat{X}_{j,n}) - \text{Cov}(\hat{X}_i, \hat{X}_j).$$

Using (19) of [4] and Lemma 3.2, it is enough to prove that

$$\sum_{i=1}^n \sum_{j=i+1}^n \text{Cov}(\hat{X}_{i,n}, \hat{X}_{j,n}) - \text{Cov}(\hat{X}_i, \hat{X}_j) = o(\eta_n^2). \quad (13)$$

Note that \(\hat{X}_{j,n} = \hat{X}_j + X_j^*\) where \(X_j^* = X_j1_{\{X_j < \eta_n\}}\). We have

$$\text{Cov}(\hat{X}_{i,n}, \hat{X}_{j,n}) - \text{Cov}(\hat{X}_i, \hat{X}_j) = \text{Cov}(X_{i,n}^*, X_{j,n}^*) + \text{Cov}(X_i^*, \hat{X}_j) + \text{Cov}(\hat{X}_i, X_j^*).$$

Using Theorem 17.2.3, [6] and (4) we get

$$|\sum_{i=1}^n \sum_{j=i+1}^n \text{Cov}(X_{i,n}^*, X_{j,n}^*)| \leq 2 \sum_{i=1}^n \sum_{j=i+1}^n \phi^{1/2}(j-i)(EX_{i,n}^2)^{1/2}(EX_{j,n}^*)^{1/2} \leq 2L^{1/2}(\eta_n) \sum_{i=1}^n (L(\eta_n) - L(\eta_i))^{1/2} \sum_{j=i+1}^n \phi^{1/2}(j-i) \leq CL^{1/2}(\eta_n) \sum_{i=1}^n (L(\eta_n) - L(\eta_i))^{1/2}.$$

From (19) of [4] it follows that \(\sum_{i=1}^n (L(\eta_n) - L(\eta_i))^{1/2} = o(nL^{1/2}(\eta_n)).\) Hence \(\sum_{i=1}^n \sum_{j=i+1}^n \text{Cov}(X_{i,n}^*, X_{j,n}^*) = o(\eta_n^2)\).

Using a similar argument one can show that \(\sum_{i=1}^n \sum_{j=i+1}^n \text{Cov}(X_i^*, \hat{X}_j) = o(\eta_n^2)\) and \(\sum_{i=1}^n \sum_{j=i+1}^n \text{Cov}(\hat{X}_i, X_{j,n}^*) = o(\eta_n^2)\). The proof of (13) is complete. □
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